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Clustered standard errors, with clusters defined by factors such as geography,
are widespread in empirical research in economics and many other disciplines. For-
mally, clustered standard errors adjust for the correlations induced by sampling
the outcome variable from a data-generating process with unobserved cluster-level
components. However, the standard econometric framework for clustering leaves
important questions unanswered: (i) Why do we adjust standard errors for clus-
tering in some ways but not others, for example, by state but not by gender, and
in observational studies but not in completely randomized experiments? (ii) Is the
clustered variance estimator valid if we observe a large fraction of the clusters in
the population? (iii) In what settings does the choice of whether and how to cluster
make a difference? We address these and other questions using a novel framework
for clustered inference on average treatment effects. In addition to the common
sampling component, the new framework incorporates a design component that
accounts for the variability induced on the estimator by the treatment assignment
mechanism. We show that, when the number of clusters in the sample is a nonneg-
ligible fraction of the number of clusters in the population, conventional clustered
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standard errors can be severely inflated, and propose new variance estimators
that correct for this bias. JEL Codes: C10, C18, C21.

I. INTRODUCTION

Imagine you estimated the effect of attending college on labor
earnings using linear regression on a cross section of U.S. work-
ers. How should you calculate the standard error? Empirical stud-
ies in economics often report heteroskedasticity-robust standard
errors (henceforth “robust”) associated with the work by Eicker
(1963), Huber (1967), and White (1980). A common alternative
is to report cluster-robust standard errors (henceforth “cluster”)
associated with the work by Liang and Zeger (1986) and Arellano
(1987), with clustering often applied to geographic units such as
states or counties. Moulton (1986, 1987) and Bertrand, Duflo, and
Mullainathan (2004) have shown that clustering adjustments can
make a substantial difference, and since the 1980s cluster stan-
dard errors have become common in empirical economics.

Later in this section, we estimate a log-linear regression of
earnings on an indicator for some college using data from the
2000 U.S. census. We find that standard errors clustered at the
state level are more than 20 times larger than robust standard
errors. Which ones should a researcher report? The conventional
framework for clustering (see Cameron and Miller 2015; MacK-
innon, @rregaard Nielsen, and Webb forthcoming, for recent re-
views) suggests that if the clustering adjustment matters, in the
sense that the cluster standard errors are substantially larger
than the robust standard errors, one should use the cluster stan-
dard errors. In this article, we develop a new framework for cluster
adjustments to standard errors that nests the clustered sampling
framework (e.g., Arellano 1987) as a limiting case. The new frame-
work suggests novel standard error formulas that can substan-
tially improve over robust and cluster standard errors in settings
like the earnings regression described above.

Our proposed clustering framework differs from the standard
ones in that it includes a design component that accounts for
between-clusters variation in treatment assignments. We argue
that this new design component is important because between-
cluster variation in treatment assignments often motivates the
use of cluster standard errors in empirical studies (see, e.g.,
Gentzkow and Shapiro 2008; Cohen and Dupas 2010). In addition,
our framework shifts the focus of interest from features of infinite
superpopulations/data-generating processes to average treatment
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WHEN SHOULD YOU CLUSTER STANDARD ERRORS? 3

effects defined for the finite (but potentially large) population at
hand. As a result of this shift, the sampling process and the treat-
ment assignment mechanism solely determine the correct level of
clustering; the presence of cluster-level unobserved components of
the outcome variable becomes irrelevant for the choice of cluster-
ing level. Moreover, by focusing on finite populations (which could
be entirely or substantially sampled in the data), we obtain stan-
dard errors smaller than those aiming to measure uncertainty
with respect to features of infinite superpopulations. We derive
the large-sample variances for the least-squares and fixed-effect
estimators under our proposed framework and show that they
differ generally from both the robust and the cluster variances.
We propose two estimators for the large-sample variances, one
analytic and one based on a resampling (bootstrap) approach. For
the U.S. earnings application, our proposals produce standard er-
rors that are substantially larger than the robust standard errors,
but substantially smaller than the conventional version of cluster
standard errors.

We use our framework to highlight three common misconcep-
tions surrounding clustering adjustments. The first misconception
is that the need for clustering hinges on the presence of a nonzero
correlation between residuals for units belonging to the same clus-
ter. We show that the presence of such correlation does not imply
the need to use cluster adjustments. The second misconception is
that there is no harm in using clustering adjustments when they
are not required, with the implication that if clustering the stan-
dard errors makes a difference, one should cluster. To see that
both claims are incorrect, consider the following simple example.
Suppose that, based on a random sample from the population of
interest, we use the sample average of a variable to estimate its
population mean. Suppose that the population can be partitioned
into clusters, such as geographical units. If outcomes are posi-
tively correlated in clusters, the cluster variance will be larger
than the robust variance. However, standard sampling theory di-
rectly implies that if the units are sampled randomly from the
population, there is no need to cluster. The harm in clustering in
this case is that confidence intervals will be unnecessarily conser-
vative, possibly by a wide margin. A third misconception is that
researchers have only two choices: either fully adjust for cluster-
ing and use the cluster standard errors, or not adjust the standard
errors at all and use the robust standard errors. We propose new
variance estimators that can substantially improve accuracy over
both robust and cluster variance estimators.
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4 THE QUARTERLY JOURNAL OF ECONOMICS

The new clustering framework in this article has the advan-
tage of providing actionable guidance on a question of substantial
consequence for empirical practice in econometrics: when should
standard errors be clustered, and at what level? In the conven-
tional model-based econometric framework, the researcher takes
a stand on the error component structure of a model for the
outcome variable. For example, suppose that, following Moulton
(1986, 1987), a researcher posits a random effects model, with
random effects at the state level. In this setting, a repeated-
sampling thought experiment entails that for each sample, dif-
ferent values of the state random effects are drawn from their
distributions. This model-based approach implies that if we are
estimating a population mean using a sample average, one needs
to cluster the standard errors at the state level even if the sample
is a random sample of individuals and not a clustered sample.
A drawback of the model-based econometric framework for clus-
tering is that empirical researchers need to take a stand on the
structure of the error components of their models.

A second framework for clustering that is often invoked in
the econometrics literature is motivated by a sampling mecha-
nism that in a first stage selects clusters at random from an infi-
nite population, followed by a second stage of random sampling of
units from the sampled clusters (or keeping all units in a cluster).
Although this framework is appropriate for some applications in
the analyses of surveys, where it originated (Kish 1995; Thomp-
son 2012), we argue that it is not appropriate for many of the
data sets economists and other social scientists analyze. In many
applications in economics, researchers observe units from all the
clusters they are interested in, for example, all the states in the
United States, and a framework based on randomly sampling a
small fraction of a large population of clusters does not apply.

Neither of the conventional frameworks for clustered infer-
ence described above fully incorporates the design aspect of clus-
tering. The lack of a design component is what makes them inap-
propriate for inference on treatment effects. To gain insight on the
importance of the assignment mechanism for the standard errors
of treatment effects estimators, consider a setting with individu-
als sampled at random from a population, but where treatment
is assigned at the cluster level, with the same treatment value
for all the people in the same cluster. Assume that the quantity
of interest is the population average treatment effect. Clustered
assignment to treatment is equivalent to clustered sampling of
potential outcomes. Because the parameter of interest depends
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WHEN SHOULD YOU CLUSTER STANDARD ERRORS? 5

on averages of potential outcomes, which are sampled in a clus-
tered manner, clustering of the standard errors is required in this
setting, even when the individual observations are sampled at
random. Our framework for clustered inference in this setting is
close in spirit to the sampling framework described in the previous
paragraph, but it explicitly incorporates a design component.

By shifting the attention from parameters of a data-
generating process for the outcomes to the average treatment
effect for the population at hand, a researcher applying our
proposals does not need to take a stand on the error component
structure of a model for the outcome variable to calculate stan-
dard errors. Instead, all the relevant variability of the estimator
with respect to the average treatment effect is generated by the
sampling mechanism, which extracts the sample from the popu-
lation, and the assignment mechanism, which determines which
units are exposed to the treatment. We see this as an intrinsic
advantage of the framework proposed here in settings where it is
difficult to justify a particular error component structure.

In this article, we make three contributions. The first one is
a novel framework for clustering, building on the one developed
by Abadie et al. (2020) for analyzing regression estimators from
a design perspective. We allow for clustering in the sampling pro-
cess and in the assignment process. As a result, the framework
nests the traditional case of clustered sampling and the case of
clustered treatment assignment in experiments as special cases.
It also allows for intermediate cases that have not been consid-
ered previously. In particular, treatment assignment may depend
on cluster but not perfectly so, and there remains variation in
treatments within clusters. This framework clarifies the separate
roles of clustering in the sampling process and clustering in the
assignment process. It also clarifies what we can learn from the
data about the need to adjust standard errors for clustering. In
our framework, the data are not informative about the need to
adjust for clustering in the sampling process, but they are infor-
mative about the need to adjust for clustering in the assignment
process.

In our second contribution, we derive central-limit theorems
and large-sample variances for the least-squares and the fixed-
effect estimators of average treatment effects that take into ac-
count variation both from sampling and assignment. Comparing
these variances to limit versions of the robust and cluster vari-
ances shows that the robust standard errors can be too small,
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6 THE QUARTERLY JOURNAL OF ECONOMICS

and the cluster standard errors are unnecessarily conservative.
These comparisons also highlight how heterogeneity in treatment
effects affects inference in the estimation of average treatment
effects. Often researchers specify models that implicitly assume
constant treatment effects without appreciating the implications
for inference. We show that heterogeneity in treatment effects in-
troduces additional variance components that affect the need for
clustering adjustments.

In our third contribution, we propose new variance formulas
and bootstrap procedures for treatment effects estimators in the
presence of clustering. We use the term causal cluster variance
(CCV) for the analytic variance formulas. For the case of a least-
squares estimator of average treatment effects, the intuition for
the CCV variance formula is as follows. The error of the least-
squares estimator is approximately equal to a sum, over all units,
of residual terms that involve products of regression errors and
regressors’ values. The approximate variance of the least-squares
estimator is the variance of the sum of these residual terms, which
are not independent within clusters and are not identically dis-
tributed. The robust variance estimator is approximately equal
to a sum, over all units, of the squares of the residual terms. The
robust variance estimator can underestimate the true variance be-
cause it does not take into account the within-cluster dependence
between residual terms. On the other hand, the conventional clus-
ter variance estimator is approximately equal to a sum, over all
clusters, of the squares of the within-cluster sums of the residual
terms. The sum over all units of the residual terms has mean
zero. However, the means of the within-cluster sums may not be
zero, in which case the second moments of the within-cluster sums
are larger than their variances. This results in overestimation of
the true variance by the conventional cluster formula. For each
cluster in the sample, it is possible to estimate the expectation of
the sum of the products between regression errors and regressors
values. The CCV formula uses these estimates to correct the bias
of the conventional cluster variance.

The CCV correction does not help much if only a small fraction
of clusters are sampled. However, when a large fraction of the clus-
ters are represented in the sample, the CCV correction can lead
to substantial improvements. This adjustment relies on estimates
of cluster-level treatment effects and thus requires within-cluster
variation in treatment assignment.

In addition, we propose a bootstrap version of the variance
estimator. In contrast to conventional bootstrap procedures, which
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WHEN SHOULD YOU CLUSTER STANDARD ERRORS? 7

TABLE I
COLLEGE EFFECTS IN THE CENSUS SAMPLE

Panel A: Treatment: State indicator for share of some college greater than 0.55

OLS
Coefficient 0.1022
Standard error:
Robust (0.0012)
Cluster (0.0312)
Panel B: Treatment: Individual indicator for some college
OLS FE
Coefficient 0.4656 0.4570
Standard error:
Robust (0.0012) (0.0012)
Cluster (0.0269) (0.0276)
Causal cluster variance (CCV) (0.0035) (0.0014)
Two-stage cluster bootstrap (TSCB) (0.0036) (0.0014)

Notes. Dependent variable: log labor earnings. This table uses the 5 percent PUMS from the 2000 decennial
census with Puerto Rico added. Log labor earnings are the log of annual earnings. The sample includes all
individuals between 20 and 50 years of age with positive earnings. Some college is defined as 13 or more
years of education. OLS refers to the least-squares estimator where the regressors include an intercept and
the treatment indicator. FE refers to the fixed-effect estimator where the regression function also includes
indicators for each of the clusters.

are based on resampling individual units or entire clusters of
units, our proposed two-stage cluster bootstrap (TSCB) conducts
resampling in two stages. In the first stage, the fraction treated for
each cluster is drawn from the empirical distribution of cluster-
specific treatment fractions. In the second stage, the researcher
samples the treated and control units from each cluster, with their
number of units determined in the first stage. The CCV and TSCB
variance estimators are designed for applications with a large
number of observations and substantial variation in treatment
assignment within clusters.

To illustrate the empirical relevance of our results, we ana-
lyze a sample from the 2000 U.S. decennial census, which includes
2,632,838 individuals. We define 52 clusters according to residency
in the 50 states, Puerto Rico, and the District of Columbia. We con-
sider two log-linear regressions of individual earnings on a treat-
ment variable that encodes information on college attendance. In
the first specification, the treatment variable is measured as an
average at the state level. In a second specification, we measure
college attendance at the individual level.

In Table I, Panel A, we report results for a regression where
the only explanatory variable is a binary treatment that takes
value one if the fraction of individuals with at least some college
residing in the state is 0.55 or higher, and zero otherwise (we chose
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8 THE QUARTERLY JOURNAL OF ECONOMICS

the 0.55 value to ensure sufficient variation in the treatment over
the 52 clusters). Notice that the treatment is constant within
states. We report the ordinary least squares (OLS) estimate,
as well as robust and cluster standard errors. Since the late
1980s, it has been common practice to report cluster standard
errors in settings where the regressors are constant in a clus-
ter. Clustering at the state level makes a substantial difference
relative to using robust standard errors, with the cluster standard
errors approximately 26 times larger than the robust standard
errors.

In Table I, Panel B, the sole regressor is an individual-level
indicator for at least some college. In addition to OLS, we report
the fixed-effects (FE) estimate (with fixed effects for the 50 states,
plus Washington, DC, and Puerto Rico) and robust, cluster,
CCV, and TSCB standard errors in parentheses. Like for the
regression of the first panel, clustering at the state level makes
a substantial difference in the standard errors, with the cluster
standard errors approximately 23 times larger than the robust
standard errors for the OLS and the FE regressions. In Panel
B, our proposed CCV and TSCB standard errors for the OLS
estimate are 0.0035 and 0.0036 respectively, in between the
robust standard errors (0.0012) and the cluster standard errors
(0.0269), and substantially different from both. The same holds
for the FE estimator. The cluster standard error is 0.0276, quite
different from the robust standard errors, 0.0012. The CCV and
TSCB standard errors are 0.0014, in between robust and cluster
but much closer to robust.

II. A FRAMEWORK FOR CLUSTERING

In this section, we describe how to apply the framework pro-
posed in this article in an illustrative setting. There are multiple
components to our setup that are not explicitly modeled in the
usual analysis of the variance of econometric estimators. In gen-
eral, quantifying the uncertainty of parameter estimates requires
describing the population and articulating the assumptions that
specify how the sample was generated from that population.
In our framework, there are three distinct sources of sampling
variation that lead to variation in the estimates. First, there is
variation across samples in which units are observed in each
cluster. Second, there is potentially variation in which clusters are
observed. Third, there is variation in the treatment assignment
across units. Whereas the standard framework for clustering
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WHEN SHOULD YOU CLUSTER STANDARD ERRORS? 9

focuses solely on the first two (sampling) sources of uncertainty,
our proposed framework allows for all three. How much these
three components matter for the variance of the least-squares and
fixed-effects estimators of the average treatment effect depends
on (i) the sampling process, (ii) the assignment process, and
(iii) the heterogeneity in the treatment effects across clusters.
To facilitate the calculation of asymptotic approximations in a
range of relevant settings for empirical practice, it is convenient
to formally consider a sequence of populations where we can
separately control the fraction of units in the population that is
sampled and the fraction of clusters in the population that is
sampled, as well as the assignment mechanism.

II.A. A Sequence of Populations

We have a sequence of populations indexed by k. The kth
population has nj, units, indexed by i =1, ..., n;. The population
is partitioned into m;, clusters. Let m;; € {1, ..., m;} denote the
cluster to which unit i of population £ belongs. The number of units
in cluster m of population % is nj, > 1. For each unit, i, there
are two potential outcomes, y;;(1) and y;;(0), corresponding to
treatment and no treatment. Thus the population is characterized
by the set of triples (my;, ¥%:(0), y£,;(1)), for units 1, ..., n, and
clusters 1, ..., m;. The object of interest is the population average
treatment effect,

T = nik :Zkl (yk,i(l) - yk.i(0)>~

The population average treatment effect by cluster is

Tom = ni Z Ump; = m}(yri(1) — yz:(0)).

=1
Therefore,
my,
Np.m
T = E —— Thm-
ny
m=1

We assume that potential outcomes, y; ;(1) and y;, ;(0), are bounded
in absolute value, uniformly for all (%,7).

For each unit in the population, we define the stochastic treat-
ment indicator, W;; € {0, 1}. The realized outcome for unit i in
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10 THE QUARTERLY JOURNAL OF ECONOMICS

population % is Y;; = y;,;(W};). For a random sample of the pop-
ulation, we observe the triple (Y;;, W;, mp;). Inclusion in the
sample is represented by the random variable R} ;, which takes
value one if unit i belongs to the sample, and zero if not. Next,
we describe the two components of the stochastic nature of the
sample: the sampling process that determines the values of R,
and the assignment process that determines the values of Wy ;.

II.B. The Sampling Process

The sampling process that determines the values of R;; is
independent of the potential outcomes and the assignments. It
consists of two stages. First, clusters are sampled with cluster
sampling probability ¢; € (0, 1]. Second, units are sampled from
the subpopulation consisting of all the sampled clusters, with unit
sampling probability equal to p; € (0, 1]. Both g; and p, may be
equal to one or close to zero. If g, = 1, we sample all clusters. If p, =
1, we sample all units from the sampled clusters. If g, = p;, = 1, all
units in the population are sampled. The standard framework for
analyzing clustering focuses on the special case where g, — 0, so
only a small fraction of the clusters in the population are sampled.
The case q, = 1 and p; — 0 corresponds to taking a relatively small
random sample of units from the population. Although this is an
important special case, there are also many applications where
the sampled clusters make up a large fraction of the overall set of
clusters. We refer to the case of q; = 1 as random sampling and
to the case of q; < 1 as clustered sampling.

II1.C. The Assignment Process

The assignment process that determines the values of W ;
also consists of two stages. In the first stage of the assignment
process, for cluster m in population k£, an assignment probability
Apm € 1[0, 1] is drawn randomly from a distribution with mean
ux, bounded away from zero and one uniformly in %k, and vari-
ance o7, independently for each cluster. The variance o is key. If
0k2 is zero, then Ay ,, is the same for all m, and W;; is randomly
assigned across clusters. We refer to this case as random assign-
ment. For positive values of o assignment probabilities depend on
cluster. Because A7 ,, < A, it follows that 67 is bounded above by
ur(1 — uz) and that the bound is attained when Ay, ,,, can only take
the values zero or one, so all units in a cluster have the same
values for the treatment. We use the term clustered assignment to
refer to the case 02 = ux(1 — 1), when there is no within-cluster
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WHEN SHOULD YOU CLUSTER STANDARD ERRORS? 11

variation in W;;. We use the term partially clustered assignment
to refer to the case 0 < o7 < up(1 — uz), where assignment de-
pends on cluster but not all units in the same cluster necessarily
have the same value of W;;. In the second stage of the assign-
ment process, each unit in cluster m is assigned to the treatment
independently, with cluster-specific probability Ay ,,.

III. THE LEAST-SQUARES ESTIMATOR AND ITS VARIANCE
Let

ny ny
Nii=) RpiWi; and Nyo= )Y Rpi(1-Wg)
i=1

=1

be the number of treated and untreated units in the sample, re-
spectively; these are random variables. The total sample size is
Np =Np1+ Npp.

We first analyze the OLS estimator of a regression of the
outcome Y}; on an intercept and the treatment indicator W;.
The OLS estimator (modified so it is well-defined even when Ny, ;
= 0 or N = 0) is equal to the difference in means:

n 1 n

1
D Ti= o Y RuiWii¥i — ——— 3 Rii(l = W)V,
1) T Niivis ki Wei Y, N1 ki ki)Y,

where N1 v 1 and N v 1 are the maxima of Nj; and 1 and of
Nppo and 1, respectively.

We make the following assumptions about the sam-
pling process and the cluster sizes: (1) mpqr — oo, (ii)
liminf,_. . prmin,, g, > 0, and (ii) limsup,_, ., E{;’;‘:ZZ: < o0.
The first assumption implies that the expected number of sampled
clusters goes to infinity as % increases. The second assumption im-
plies that the average number of observations sampled per cluster,
conditional on the cluster being sampled, does not go to zero. The
third assumption restricts the imbalance between the number of
units across clusters. Notice that assumptions (i) and (ii) imply
nrprqr — o0, so the sample size becomes larger in expectation as
k increases.

III.A. Large-k Distribution of the Least-Squares Estimator

Our first main result derives the large-k distribution of
T Let ap = o 37 y2i(0), uri(1) = (1) — (@ + 712), and
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12 THE QUARTERLY JOURNAL OF ECONOMICS

uri(0) = y£:(0) — «p. Under additional regularity conditions in
the Online Appendix,

«/_(Tk ) d
— N(,1
ﬁ 0,1),
where
_ uz (1) u,%,-(O))
= Zl < 1 — [k
1< . )2 o1 o (wei(D) 1,000\
1 my, ny 2
+pe(1 - qk)n—k > <Z 1{my; = m} (uk,i(l) - uk,i(())))
m=1 " i=1
i(1 {00\
+ prop— Z(Zl{mk, =m}<uk Dy fk_(ﬂi)) .

m_l

(2)

The expression for the variance vy has multiple terms that make
its interpretation challenging. We first interpret v in some special
cases to highlight the implications of clustered sampling and clus-
tered assignment. In Section III.C, we compare v;, to the large-k
form of the robust and cluster variance estimators.

For the case of random sampling (g, = 1) and random assign-
ment (07 = 0), the variance simplifies to

2 e
- lXI: <uk (D) uk,_l(O)) . Pknlk Z <uk,i(1) ~ uk,i(O))Z.

1 ek i—1

As we show in Section III.B, the first term in this variance is
estimated by the robust variance estimator. The second term is a
finite-sample correction that is familiar from the literature on ran-
domized experiments (e.g., Neyman 1923/1990; Imbens and Rubin
2015; Abadie et al. 2020). This finite-sample correction vanishes if
there is either no heterogeneity in the treatment effects (so uy, ;(1)
— upi(0) = y.i(1) — y;,(0) — 7, = 0), or if the sample is a small
fraction of the population (p; ~ 0).

€20z Joquiaydeg g0 uo 1senb Aq /100G.29/1/1/8€ L/aIIHE/B[b/Wwod dnoolwepese//:sdjy Woly papeojumod


https://academic.oup.com/qje/article-lookup/doi/10.1093/qje/qjac038#supplementary-data

WHEN SHOULD YOU CLUSTER STANDARD ERRORS? 13

Adding clustered sampling, g5, < 1, increases the variance by

my, np 2
p(1 - qk>nik > (Z Limy,; = m) (uk,iu) - uk,,-(o>)> :

m=1 \i=1

which is the same as

(1 — Qk)— Z 7 (T — )7

Wl

This term vanishes if there is no heterogeneity in the average
treatment effect across clusters. Although the sample is informa-
tive about heterogeneity in cluster average treatment effects, it is
not informative about the value of ¢;. Information about the need
to adjust for clustered sampling (q; < 1) must come from outside
the sample.

Clustered assignment, akz > 0, adds two terms to the vari-
ance,

1 (1 2(0)\2
_pkakzn_kz(uk.( ) | ))

S\ 1—

2
(1 (0
cpt 18 (S, (1 210

123

As we explain in more detail in Section III.C, the sign of this ex-
pression depends on the amount of variation in potential outcomes
that can be explained by the clusters. Note that in contrast to the
lack of sample information about the need to adjust for clustered
sampling, the sample is potentially informative about the need to
account for clustered assignment.

The five terms making up the asymptotic variance v; can
be of different order. The first term is an average of bounded
terms and under our assumptions will be of order O(1). The second
and third terms will be at most of the same order as the first
one. If pr ~ 0 so we can think of the sample as small relative to
the population of sampled clusters, the first term dominates the
second and third terms. If cluster sizes are bounded as & increases,
the fourth and fifth terms are also order O(1). On the other hand,
if cluster sizes increase with &, these terms can be of higher order
and dominate the variance. Whether they do so or not depends
on the (i) magnitude of p;, (ii) presence of clustering in sampling,
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(iii) presence of clustering in assignment, and (iv) heterogeneity
in potential outcomes.

III.B. The Robust and Cluster Robust Variance Estimators

Let U, ki = Yp; — ar — 7, Wp,; be the residuals from the regres-
sion of Y},; on a constant and W ;. Here, @;, is the intercept of the
regression and 7;, is the coefficient on W}, ; (equal to the expression
in equation (1) with probability approaching one).

There are two common estimators of the variance of /N.(T, —
7). First, the conventional robust variance estimator (Eicker
1963; Huber 1967; White 1980):

S 1 1 & ~ —
(8)  Vjobust — ——— :ﬁ ZRk.iU]Ei(Wk,i - Wprt,
W, - W2 ki
where
_ 1 "%

W, = Ry Wy,,;.
k Nk\/l; ki WE,

Let

2 2
vrobust — i }nk: uk,i(l) + uk,i(o) .
k ne I\ Mk 1— g

Under regularity conditions (see the Online Appendix), V,;" obust and

viePust are close in the following sense,

{7 robust robust
Vi Vg

= 1),
i +@p( )

Uk

motivating our focus on the comparison of v};"b“St and vg. In general

the difference v,ﬁObuSt — v, can be positive or negative, so the robust
variance estimator can be invalid in large samples.
The second common variance estimator is the cluster variance

(Liang and Zeger 1986; Arellano 1987),

1
Wol — Wy

{7cluster __
Vk

my, K

2

1 ~ _

(4) X N Z (Z my; = m}Ry,; Uy ;(Wp,; — Wk))
im1

m=1
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Define

n 2 2
vcluster — i zk: (uk,i(l) + uk,z(o))
g A ) 1— pr

n

- pknik > (uk,i(l) - uk.i(O))2

=1

1 & (1 200\ 2
_pkO_kQ_Z<uk,( ), (0>>

e\ Mk 1—ps

my, ny, 2
+pknik > (Z {my,; = m}(ukﬁiu) - uk,i(O)))

m=1 \i=1

13 (& wi ) w0\
+ oo — Y 1{my,; = m) ( St 1 - ) :

M 1 \iz1 He e

Then, VAUs®r is close to v{"*" in the sense that

? cluster vcluster
k =k + 0,(1).
Uk Vg

The difference v{*t* — v, is always nonnegative. Therefore, for
large %, the cluster variance estimator can be conservative but
cannot underestimate the variance of 7;, for large k.

II1.C. Discussion

From the formulas for vy, v,ﬁOb“St, and vglus'“er, it follows that if
pr is small enough, then v,‘;"b““ and v,glus':er are approximately equal
to vg. In this case, clustered sampling and clustered assignment
do not matter much because the probability that two sample units
belong to the same cluster is small.

The difference v{°"** — v, depends on two terms. The first
term,

n

my,
(5) pknik |:Z (uk,i(l) - uk,i(O))2 -1 —qp Z 17 (T — Tk)2:| ,

i=1 m=1

is equal to zero when treatment effects are constant (in which
case, uz;(1) — up;(0)=0fori =1, ..., n; and 7, — 7 = O for
all m =1, ..., my). If all clusters are sampled, so g, = 1, and
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treatment effects are heterogeneous, expression (5) is positive.
When only a fraction of the clusters are sampled, q; < 1, the sign
of expression (5) depends on the extent to which heterogeneity in
treatment effects can be explained by the clusters. If there is no
variation in average treatment effects across clusters, expression
(5) is nonnegative. However, when clusters explain much of the
variation in treatment effects, expression (5) can be negative and
very large in magnitude because of the factor n,%m The second

term of v}°""s* — v, is equal to

m ne! 00\ ?
pkoank [ Z]‘{mkl—m}(uki) uk'()>

nkmi: 1—/,Lk

1 & upi(1) uk,i(0)>>2}
6 — | = Y Umyy = m}( ——— :
©® Tk <nkm121: . m}< W * 1— uz

This term is equal to zero if there is no clustered assignment, that
is, 07 = 0. If 0 > 0, the sign of expression (6) depends on how
much of the heterogeneity in potential outcomes is explained by
the clusters. Expression (6) is close to zero when there is little
heterogeneity in potential outcomes, so uz;(1) and uy, ;(0) are close
to zero. If there is heterogeneity in potential outcomes but average
potential outcomes are nearly constant across clusters, expression
(6) is positive. When the clusters explain enough heterogeneity in
potential outcomes, expression (6) can be negative and potentially
very large in magnitude because of the factor n;, ,, multiplying the
second term of the sum. That is, the robust variance formula can
severely underestimate the variance of 7.

Cluster standard errors are conservative in general, that is,

vzlusmr > vg. In particular, the difference vzlusmr — v 18
1 my, ny 2
Ugluster — U = pqun—k Z (Z 1{mk,i = m} (uk,i(l) - uk.i(0)>> s
m=1 \i=1

which can be rewritten as

n 1 & g\
N vzluster — v = (M) Q. {— Z (M) (Tk,m — ‘Kk)z .
my, my, m=1 T

When the expected fraction of clusters in the sample, gy, is small,
or when the average treatment effect is nearly constant between
clusters, then vduSter ~ vp. Aside from these special cases, the ”’“”’“
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factor in equation (7) indicates that cluster standard errors can
be extremely conservative in general.

IV. Two NEW VARIANCE ESTIMATORS

Estimation of the variance of 7, is challenging because the
different terms in v; can be of different orders of magnitude.
In this section, we propose two estimators of the variance of
7, that allow us to correct the bias of the cluster variance
estimator, one analytic, and one based on resampling. As the
expression for the bias of the cluster variance in equation (7)
shows, the cluster variance is heavily biased if the fraction of the
sampled clusters is large and there is substantial variation in the
cluster-specific treatment effects. Although the proposed analytic
variance estimator is defined irrespective of the value of o7, for
the correction to be effective we need to be able to estimate the
cluster-specific treatment effects, and thus we need o7 to be less
than its maximum value of (1 — ;) to ensure there is variation
in the treatment assignment within clusters. One of the proposed
variance estimators is based on a correction to V"t and the
other is based on resampling methods. An alternative would be
to directly estimate the bias term in equation (7) and subtract
that from the cluster variance. A challenge with this approach
is that the estimation error for the adjustment term is large
(often leading to negative variance estimates) because the order
of magnitude of the correction is itself large. We do not report for-
mal results for the variance estimators in the current paper. We
demonstrate their performance in the simulations in Section VI.

If gy, is close to zero, the proposed variance estimators are
close to VkCh‘Ster, which has little bias in that case. If 07 = up(1 — uz)
(that is, when W} ; is constant within clusters), the proposed re-
sampling variance estimator is not defined. To be effective, both
variance estimators rely on estimating the variation in treatment
effects across clusters and therefore require a substantial number
of both treated and control observations per cluster. The proposed
variance estimators lead to substantial improvements over V,Juster
in cases where V;flusm has a large upward bias. The downside of
the proposed variance estimators is that they can be conservative
when there is no need to cluster because there is no heterogene-
ity in treatment effects or when there are too few treated and
control observations per cluster to estimate the heterogeneity in
the treatment effects precisely.
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We first consider the case with g, = 1 so we have random
sampling. Then, we consider the case with clustered sampling
gr < 1. In Section IV.C we propose a bootstrap procedure for es-
timating the variance. The proposed variance estimators perform
very well in the simulation study of Section VI. The derivation of
their formal properties is left for future work.

IV.A. The Case with All Clusters Observed

First we focus on the case with g; = 1 (all clusters observed)
but allowing for general p;.. Let U, ; = Wj jup i(1) + (1 — Wy, )y, ;(0).
The first step is to approximate the normalized error of the least-
squares estimator 7, by a normalized sample average over clus-
ters,

o~ my
® YT : Chm+0p(1),
Uk VT PrVeite(1 — ) £~

where the terms

n,

Crm =Y Ump; = m}Ryi(Wi; — 1)U,

=1

are independent across clusters. In the Online Appendix, we
show

9

"/\ kcluster 1 ( 1

2 my;
= sz + 0, (D).
Uk neprve \ pur(l — Mk)) n; k i

The expectation of C,, . is

E[Cr ] = np mprir(1 — wp )T m — T2),

with sum over clusters

(10) Z E[Crml = prir(l — paz) Z (T — 1) = 0.
m=1

m=1

That is, although the sum of the expectations of Cj , over clus-
ters is zero, these expectations are not equal to zero in general
for each cluster separately. Because var(Cy,,,) < E[C?, ], the first
term on the right-hand side of equation (9) is conservative in
expectation relative to the variance of M, which explains

~ VU
the conservativeness of Veuster,
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Because of equation (10), we can replace the terms Cj,, in
equation (8) by Crn — E[Cim] = Crm1 + Crm2, where

n

Crm1 =Y Umpi = m}(Rii — po)(Tm — Tdptr(1 — i),
i=1

and

n

Crms =Y Ump; = m}Rk,i<(Wk,i = 1)Uri = (tom — T)pa(1 — Mk)).

i=1

Therefore,

\/ﬁk(Tk — Tk) — 1 (Z Ck m1+ Z Ck m2) + Op(l)‘

N4 VTPV ir(1 — )
(11)

m=1

It can be shown that C, , 1 and Cy, ,, 2 have means equal to zero and
are uncorrelated. In addition, C},,1 and Ck .m,2 are uncorrelated

Zm_l Chma
across clusters. The variance of N T R

my,
n
(11— pp) g ﬂ(fk,m — )2
n
m=1

Let 7., be the difference between the sample average of the out-
come for treated and nontreated units in cluster m. A direct esti-
mator of the variance of )" | C}, 2 is

(12)

my, T 2
> (Z L{my; =m} Ry ((Wk,i—Wk)Uk,i—(?k,m—?k)Wk(l—Wk))) :
m=1 \i=1

In practice, the estimator in expression (12) is biased from the
correlations between the estimation errors of its components. We
apply sample splitting to address this bias. We first split the sam-
ple randomly into two subsamples. Let Z; ; € {0, 1} be the indicator
that unit i belongs to the second subsample, and let Z; be the mean
of Zk,i. Using the subsample with Z,; = 0, we obtain estimates 7,*, ,
o, and T, of T, o, and 7, respectively Next, for observations
with Z;,; = 1, we calculate the residuals Uk =Y —a; — T, W,

Finally, we estimate the normalized variance for the case with
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gr =1as
Soov 1 % 1 i
VvV, "' 1) = ———— |:_—( Wmy; = m)Ry,; Zy;i
NkW,i(l D= sz i—1
x ((Wkﬁi —~ WU — @ = TOWa(L - Wk)))
1 Z = T
k Z Ymy;, = m}Ry; Zp; ((Wk i — WU,
7, |
N N2
—E, — W1 — Wk)> }
my, N m
(13) +(1—pp) Y B — T2

where Nk,m is the size of the sample in cluster m. For clusters with
no variation in the treatment variable, we replace 71, ,, in equation
(13) with 7. For clusters with no variation in the treatment vari-
able for a particular subsample, we replace 7;,, in equation (13)
with 7. We derive the form of the CCV estimator in the Online
Appendix. To improve the precision of chcv(l), we reestimate it
multiple times with new sample splits (new values for Z;;) and
then average the corresponding variance estimators. In our sim-
ulations in Section VI, we reestimate the variance estimator four
times, and use sample splits with in expectation an equal number

of units in each subsample, so E[Z;] = %

IV.B. The Case When Not All Clusters Are Sampled

___To motivate the modification of the variance estimator
VLV (1) for the g, < 1 case, notice that

Uk(Qk) cluster =qp x (vk(l) _ v}:luster) i

where v,(q;) denotes the value of the true variance v, evaluated
at g;. That is, the variance for the general g, case is a con-
vex combination of the true variance at g, = 1 and the cluster
variance,

cluster

vr(qr) = qr X vp(1) + (1 —q) x vy,
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Let @}, be the ratio between the number of sampled clusters and the
total number of clusters in the population. The proposed variance
estimator, VOV, is a convex combination of V,°°V(1) and Vluster

with weights §;, and 1 — @,
(14) AkCCV = El\k X chcv(l) +(1 - Efk) X ?]{fluster.

Computing g, requires knowledge of m;, the total number of clus-
ters in the population.

IV.C. A Bootstrap Variance Estimator

In the previous sections, we have discussed an analytic vari-
ance estimator. Here we suggest a resampling-based variance es-
timator, initially for the case with g;, = 1. Like the causal bootstrap
in Imbens and Menzel (2021), the proposed bootstrap procedure
takes into account the causal nature of the estimand and creates
bootstrap samples where units (in this case clusters) have dif-
ferent assignments and assignment probabilities than they have
in the original sample. It differs from earlier bootstrap variance
estimators for clustered settings (e.g., Cameron and Miller 2015;
Menzel 2021) in that it allows for the possibility that a large frac-
tion of clusters are observed.

The specific resampling procedure, which we call the two-
stage cluster bootstrap (TSCB), consists of two stages. For each of

the clusters, let Nk,m be the cluster-level sample size and Wk,m =

NNk ’“""‘vll the cluster-level fraction of treated units. In the first stage

—b .
of the bootstrap procedure, for each cluster we draw W, with
replacement from the empirical distribution of the cluster-level
fractions of treated units, that is, with probability mlk from the set

Wi, ..., ka}. In the second stage, we draw Nk,mW,: 1, units
with replacement from the set of treated units in cluster m and
Nk,m(l — WZ ) units with replacement from the set of untreated
units in cluster m. For the TSCB variance estimator to be well-
defined, we need all the W, ,,, to be strictly between zero and one,
because it is not possible to draw untreated units from clusters
with W, ,, = 1 or treated units from clusters with W, = 0. We do
this for all clusters to create the bootstrap sample and calculate
the bootstrap standard errors as the standard deviation of the
treatment effect estimates across bootstrap iterations.

Next consider the case with g, < 1. We need to take into
account the fact that we see a fraction of the clusters in the
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population. We follow the approach proposed in Chao and Lo
(1985). Suppose g = %, so we observe half the clusters in the
population. The bootstrap procedure first creates a pseudo
population consisting of the original population of clusters, plus
one additional replica of each cluster. Then, to get a bootstrap
sample, we sample randomly, without replacement, from the
clusters in this pseudo population. Given the clusters in the
bootstrap sample, we proceed as before and ultimately calculate
the bootstrap variance as the variance of the estimator over
the bootstrap samples. Chao and Lo (1985) provide details and
extensions for the case where qi is not an integer.

The algorithm for the TSCkB is summarized here.

Algorithm 1. Two-Stage Cluster Bootstrap

Input:
Sample (Yy;, Wy, mp;)
Fraction sampled clusters gy,
Number of bootstrap replications B

Stage 1:
la: Create pseudo population by replicating each cluster qik
times
1b: For each cluster in the pseudo population, calculate the
assignment probability W, ,,,
1c: Create a bootstrap sample of clusters by randomly drawing
clusters from the pseudo population from Stage la, where
cluster m is sampled with probability g,
1d: For each sampled cluster, draw an assignment probability
A, from the empirical distribution of the W, from
Stage 1b

Stage 2:
2a: Randomly draw from the set of treated units in cluster
m, |NpmAprm] units with replacement, where |N;,Axm]
means the largest integer smaller than or equal to Ny ,, Az
2b: Randomly draw from the set of control units in cluster
m, |Npm(1 — App)] units with replacement

Calculations:
For the units in the bootstrap sample constructed in
Stage 2, collect the values for (Y} ;, W;,;, m;;) and calculate
the least-squares or fixed-effect estimator
Calculate the standard deviation of the least-squares or
fixed-effect estimator (defined in Section V) over the B
bootstrap samples
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V. THE FIXED-EFFECTS ESTIMATOR

In this section, we report results for the fixed-effect estima-
tor often used in empirical research in economics. While Arel-
lano (1987), Bertrand, Duflo, and Mullainathan (2004), Cameron
and Miller (2015), and MacKinnon, @rregaard Nielsen, and Webb
(forthcoming) have pointed out that cluster adjustments may still
be necessary in fixed-effects regressions, a view of clustering based
on models with cluster-specific variance components creates am-
biguity in the role of clustered standard errors for estimators
with cluster fixed effects, which are specifically intended to ab-
sorb cluster-level variation.

We first characterize the fixed-effect estimator and derive its
large-k distribution. Then, we discuss the properties of the two
conventional variance estimators, the robust and cluster robust
variance estimators. As in the least-squares case, we find that the
robust standard errors may be too small and the cluster standard
errors may be unnecessarily large, especially in cases when the
number of observations per cluster is large. We propose CCV and
TSCB variance estimators. The CCV estimator for fixed effects
has a different form than the one for least squares in Section IV.

The fixed-effects estimator is based on a regression of the
outcome on the treatment indicator and indicators for each of
the clusters in the sample. It can be written as the least-squares
estimate for a regression of the outcome on the treatment, with
both variables measured in deviation from cluster means,

pfived _ TS Umy = myRy Y (Wi — W)

(15) —.
ot Ymyy = myRy, i Wi j(Wi; — W)
Like in Section III, we assume that potential outcomes are

bounded, mrqg; — oo, and limsup,_, ., —m‘?;(m;t:"” < 00. In addition,
m m
mk(Ik

we assume (i) ( ) — 0, and (i1) the supports of the cluster prob-
my,

abilities, Az »,, are bounded away from zero and one (uniformly in
k and m). Assumption (i) restricts the focus of our analysis in this
section to settings where the expected number of sampled clusters
is small relative to the expected number of sampled observations
per sampled cluster. Together with the previous assumptions, as-
sumption (i) implies 22 M — 00, NpPLYE —> 00, and pj MiN ,Np , —

0o. This last result, along with assumption (ii), ensures that 7,fxed

in equation (15) is well-defined with probability approaching one.
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Let oy, = ﬁ Yot Y{my; = m}y,i(0). For an observation, i,
with m;; = m, we define the within-cluster residuals e;;(0) =
¥ri(0) — apm and e (1) = y2,(1) — Tpm — atpm. Let
(16) o = fi 5.

(Mk(l — tr) — O'kQ)

where
o =B[ AL — A0, 2 3 €20+ B[4, - 40| - Y2 0)
k= ,m ,m n o ki ,m \m n P ki
- DE[&,(1~ Ak.m>2]n—1k S eni(D) — e1(0))
i=1

+ (LA (1 — Ayl — 5+ pOE[ 4,1 — Ay, ]

my,
+ 2gi (LA (1 = Ap)?) 3 %<rk,m —)?
m=1
+ (PELAL (1 — A"
me .2
~ P (ElAg (1~ A,0)?) Y %(Tk,m .
m=1

Under additional regularity conditions, which are described in the
Online Appendix, we obtain the large-%& distribution of the fixed-
effects estimator,

~fixed __
(17) VYNGG =) 4y,

NO

Let ﬁk,i = ?k,i —%\kﬁxedﬁfk,i, where ?k,i =Yz, _?k,mkw Wk,i =
(Wi — Wim,). The robust estimator of the variance of

/_Nk(:i,;eﬁxed _ Tk) is
1 ny, W2 772
N, Zi:l Rk,LWk,iUk,i

(NL;Z Z?il Rk,in?,i)z |

(18) V}:‘obust —
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Now let

f}:obust

ﬁrobust —

(1 — pp) — crkz)z’

with

n

7P = ElApn(1 — A)] kZei#D

i=1
2 _ i nk 2
LA (1 = Aem)] ;ek,i(m
Bl A (1~ Ap)(1 = 3Apm(1 — Ap))]

ny,
X Z —m(rkm — )2

Notice that all terms of fk“"OLISt are bounded. In the Online Ap-
pendix, we show that

Vrobust ﬁrobust + Op( 1)

The cluster variance estimator for fixed effects is

1 Ny (an 1{my; = mR, W [7 ,)2
N, m=1 i=1 mk,l—m} ki VWEiUk,i

~ 2
1 T W2
(ﬁk it Rk,ka,i>

(19) v}:luster _

Let

fcluster
1~)~cluster _ k

(a1 — uz) — 0132)2'
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with

1 &
f};:luster — E[Ak,m(l — Ak’m)Z]n_k Zezl(l)
i=1
1 &
E|A2 (1 - A, |— 2:(0
[ k,m( A, )] n ;ek’l( :

1 &
- pkEI:A]%,m(l - Ak,m)2] — Z(ek,i(l) —e5,:(0))?
e
my
~ 5+ POE[A], (1~ A 30 S — 0
m=1

mp 2
+ PBLAL (1= A0 3 R — )

m=1
We obtain in the Online Appendix,

ficluster ﬁcluster
k = = k = + @p( 1)
U /A

Similar to the least-squares case, the robust variance can
underestimate the true variance, and the cluster variance is gen-
erally too large. Our proposed variance estimator is a convex com-
bination of VAUs®r and V°Pust with the weights selected to correct
the bias of the cluster variance estimator as % increases (see the
Online Appendix for details):

(20) NkCCV — ’kalgluster +(1— ’Xk)ﬁgobust’

where the estimated weight for the cluster variance is

AT Qk,ka,m(]- - Wk,m))
Mk m=1

L S Q2 (- Wi
Mk P km ¥V b m k.m

A=1-q

s
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where @, is an indicator that takes value one if cluster m of
population % is sampled, and M}, = Zﬁ’;l Qr.m is the total number
of sampled clusters. The second factor in the second term approxi-
mately (that is, ignoring the variance of Wj, ,,, conditional on Ay, ,,,)
estimates the variance of A;,,(1 — Ap,,) divided by its second
moment, so that

V(A1 — Ay )
FEl(Apm(1 — Ap))?]

~l-gq

If there is no variation in W;; within any of the clusters the fixed-
effects estimator is not defined, and neither is this variance esti-
mator. In all other cases the variance estimator is well-defined.

We consider a bootstrap standard error, based on the same
resampling procedure described in Section IV.C.

VI. SIMULATIONS

We next report simulation results that illustrate the perfor-
mance of the proposed variance estimators relative to existing
alternatives. To operate in an empirically relevant setting, we
create an artificial population based on the census data briefly
described in the introduction, which contains information on log
earnings, an indicator for college attendance, and an indicator for
the state of residence for 2,632,838 individuals.

For each person in this population of 2,632,838, we define m;, ;
using the state of residence (plus Washington, DC, and Puerto
Rico), for a total of 52 clusters. We assign potential outcomes as
Vri(0) =Y — TpmWri and yr;(1) = Yr; + Tem(1 — Wg;), so treat-
ment effects are constant within clusters. We repeatedly create
samples from this population. Creating a sample requires fixing
Dk, qk, and fixing the distribution of A, and then drawing from
the implied distribution for R;; and W;; to generate outcomes for
all sampled units. In the baseline design, we set p, = g, = 1, so
we sample all m; = 52 clusters and all n;, = 2,632,838 individuals
in the population. For the assignment mechanism in the base-
line design, we convert cluster means of the treatment variable
Wi

- ). Let (ji, 5¢) be the average and the
¥ Au

sample standard deviation of ¢, ,,. We draw In( 14— for cluster m
from a normal distribution with mean 1z, and standard deviation
o¢. Given the cluster assignment probability Ay, ,,, we assign the

into log-odds, ?km = In(
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treatment in cluster m by drawing from a Bernoulli distribution
with parameter Ay, ,.

We calculate the standard deviation of the least-squares and
fixed-effect estimators, normalized by the square root of the sam-
ple size, v/N;s.d., across 10,000 samples drawn according to the
procedure outlined above. This is the benchmark for comparing
the various estimates of standard errors. For the least-squares
and the fixed-effects estimators, respectively, we calculate the (in-
feasible) asymptotic standard errors ,/v; and /7, to benchmark
the performance of the feasible variance estimators. Next, we cal-
culate the averages across 10,000 simulations of the robust, clus-
ter, CCV, and TCSB standard errors, where we use 100 bootstrap
replications in each simulation. Table II reports the results. Ta-
ble III reports coverage rates for 95% confidence intervals. In the
design column of the tables, o, is the standard deviation of the
cluster average treatment effect.

For the baseline design, the normalized standard deviation
of the least-squares estimator is 5.91. This is well approximated
by the asymptotic standard error, 5.90. The robust standard er-
ror is on average over the simulations 1.90, less than one-third
of the normalized standard deviation of the estimator. The clus-
ter standard error is far too large, on average 44.86, more than
seven times the value of the normalized standard deviation. CCV
improves considerably over robust and cluster. The average CCV
standard error is 6.32, about 7% higher than the normalized stan-
dard deviation. The TSCB standard error is the most accurate, on
average equal to 5.80. For the fixed-effects estimator, the asymp-
totic standard error is again accurate. The robust standard error
is about 19% too small, leading to a coverage rate for the nominal
95% confidence interval of 0.89 in Table III. The cluster standard
error is too large by a factor of 20. CCV and TSCB standard errors
closely approximate the normalized standard error.

It is also interesting to consider the variation in the dif-
ferent variance estimators over the repeated samples relative
to the true value of the standard deviation of the estimator.
As we mentioned earlier, the normalized standard deviation
is 5.91 in the baseline design. The robust standard error is
very precisely estimated, with a standard deviation of the
normalized robust standard error over the 10,000 simula-
tions equal to 0.005. The standard deviation of the cluster
standard error is much larger, 1.48. For the CCV standard
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TABLE III
COVERAGE RATES ACROSS SIMULATIONS

Coverage of 95% confidence interval

YU /% Robust Cluster CCV TSCB

Baseline design:

pr=1,q, =1, OLS 0.949 0.467  1.000 0.971 0.947

oy, =0.120, 0, = 0.057 FE 0.950 0.893  1.000 0.947 0.942
Second design:

pr=01,q, =1, OLS 0.951 0.846  1.000 0.996 0.952

oy, =0.120, 0, = 0.057 FE 0.950 0.944 1.000 0.950 0.948
Third design:

pr=01qr=1, OLS 0.947 0.208 1.000 0.960 0.950

oy, = 0.480,0, =0.206 FE 0.941 0.284 1.000 0.918 0.948
Fourth design:

pr=01qr=1, OLS 0.952 0.308 0.905 0.966 0.952

oy, =0, 04 =0.206 FE 0.952 0.951 0.932 0.951 0.955
Fifth design:

pr=01qr=1, OLS 0.952 0.953  1.000 1.000 0.959

oy, =0.480,0, =0 FE 0.954 0.955 1.000 0.957 0.949

Notes. Average coverage rates across simulations for nominal 95% confidence intervals based on the stan-
dard errors of Table II.

error the standard deviation is 1.21, and for the resampling-based
TSCB the standard deviation is considerably lower at 0.69.

We vary the design from the baseline case by changing (i) the
fraction of sampled units pg, (ii) the amount of treatment effect
heterogeneity across clusters, o,,, and (iii) the cross-cluster stan-
dard deviation of the assignment probability, ;. In the second
design, p;, = 0.1 is the only change relative to the baseline design.
This makes the robust standard errors less biased downward, and
the cluster standard errors less biased upward. The result of de-
creasing the fraction of sampled units (and thus decreasing the
sample size) is that the performance of the analytic CCV variance
estimator declines, whereas the bootstrapping variance estimator
TSCB continues to perform well. We keep p, = 0.1 for the re-
maining three designs. In the third design, we increase both the
treatment effect heterogeneity and the within-cluster correlation
of the treatment by increasing the differences in treatment effects
Trm — T and the differences of the log odds ratio €;,, — £z by a
factor of four. The resulting increase in 02 makes the performance
of the robust standard error substantially worse, consistent with
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equation (6). In this design, the bias of the robust standard error
is substantial, also for the fixed-effects estimator. The difference
between the cluster variance and the true variance for the least-
squares estimator is proportional to the variation in the cluster
average treatment effects, implying that the bias will increase
for this design relative to the second design, as we observe in
Table II. In the fourth design, we remove the heterogeneity in the
treatment effect but keep the correlation in the treatment assign-
ment the same as in the third design. Now the cluster variance
performs well, but the robust variance remains poor. In the fifth
design, the assignment probabilities are identical in all clusters,
and the treatment effect heterogeneity is the same as in the third
design. In this case the robust standard errors perform well, but
the cluster standard errors substantially overestimate the un-
certainty, as expected. In all designs, the CCV and especially the
TSCB standard errors outperform the robust and cluster standard
errors.

VII. IMPLICATIONS FOR PRACTICE

The analysis in this article has several implications for how
to compute and, most importantly, interpret standard errors in
a variety of empirical settings. Some settings are clear-cut and
others are more subtle. First, we discuss the case where there is
no cluster sampling. If one has a random sample of units from a
large population with randomized treatment assignment at the
unit level, there is no reason to cluster the standard errors of
the least-squares estimator. Doing so can be harmful, resulting
in unnecessarily wide confidence intervals. In this case, cluster-
ing is not appropriate even if there is within-cluster correlation
in outcomes (however those clusters are defined) and thus even
if clustering makes a substantial difference in the magnitude of
the standard errors. For example, if workers are sampled at ran-
dom from some population of interest and then randomly assigned
to a job-training program, clustering the standard errors at, say,
the industry, county, or state level can result in standard errors
that are unnecessarily conservative, often by a wide margin. Sim-
ilarly, in a judge leniency design—where defendants are randomly
assigned to judges—standard errors should not be clustered at the
level of the judge (Chyn, Frandsen, and Leslie 2022). If the sam-
ple represents a large fraction of the population and treatment
effects are heterogeneous across units, robust standard errors are
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also conservative. If the data contain information on attributes
of the units that are correlated with unit-level treatment effects,
the methods in Abadie et al. (2020) can be applied to obtain less
conservative standard errors.

Next consider the case of clustered assignment and where we
either have random sampling or observe the entire population.
This is one case where clustering becomes relevant, although con-
ventional cluster standard errors can be extremely conservative.
If assignment is perfectly clustered so that units that belong to the
same cluster have the same treatment assignment, there is no im-
provement from using the CCV variance and the TSCB variance
estimator is not applicable. If assignment is partially clustered—
so there is variation in treatment assignment in clusters—and
cluster sizes are large, the CCV and TSCB can be applied and
can produce standard errors considerably smaller than the usual
clustered standard errors.

Another reason to cluster standard errors is cluster sampling.
The case with g; close to zero is sometimes relevant, especially
when the sample is panel data on individuals or a cross section of
families, and the individuals or families in the sample are a small
fraction of the population. Then, the clustered variance estimator
of the least-squares estimator is asymptotically correct regardless
of whether the treatment assignment is clustered. The same result
holds when clusters are large (e.g., states), q; is a substantial
fraction of the clusters in the population, but p; is small—so the
sample includes only a small number of units from each cluster.
In other cases, cluster standard errors can be considerably larger
than necessary. If cluster sizes are large and there is treatment
variation within clusters, CCV and TSCB can substantially reduce
the magnitude of standard errors.

The insights in this article are relevant in other common set-
tings of empirical economics. Consider a setting with unit-level
panel data on outcomes and a treatment that is implemented on
the same period for all units in the treatment group. In this case,
the difference-in-differences estimator is equal to the coefficient
on the treatment variable in a regression of the change in average
outcomes between the post-treatment and the pretreatment peri-
ods on a constant and a treatment indicator. If treatment assign-
ment is random across units, and the sample includes a random
subset of the population or the entire population, robust standard
error provide inference that is generally conservative when the
sample is large relative to the population and treatment effects
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are heterogeneous. Here too, the methods in Abadie et al. (2020)
can be applied to correct the bias of robust standard errors. With
clustered assignment, one should cluster the standard errors at
the level of the assignment. Under partially clustered assignment,
adding group-level fixed effects to this regression allows for group-
specific linear trends in the underlying potential outcomes series,
but does not change the answer to the question whether one needs
to adjust for clustering. In this case, CCV and TSCB standard er-
rors can continue to provide substantial improvements over con-
ventional cluster standard errors for the fixed-effect estimator.

VIII. CONCLUSION

This article proposes a research framework aimed to address
a question of central relevance for empirical practice: when and
how we should cluster standard errors. Like in Abadie et al.
(2020), we shift the attention from estimation of features of a data-
generating process (i.e., infinite superpopulation) to estimation
of average treatment effects of the finite population at hand. We
show that in this framework, the decision on when and how to clus-
ter standard errors depends on the nature of the sampling and the
assignment processes only, not on the presence of within-cluster
error components in the outcome variable. We derive expressions
of the large-sample variances of the OLS and FE estimators of
the average treatment effect for a setting with clustered sampling
and where assignment is random in clusters with assignment
probabilities that may vary across clusters. For this setting, we
demonstrate that robust standard errors can be too small and con-
ventional cluster standard errors can be unnecessarily large. We
propose two novel procedures, CCV and TSCB, that can be used
to calculate more precise standard errors in settings with large
clusters and sufficient variation in treatment assignment in clus-
ter (so that average treatment effects in clusters can be precisely
estimated). While CCV and TSCB are designed for this particular
setting, the general principles of the framework remain valid for
other settings and estimators. If sampling is not clustered, stan-
dard errors should be clustered at the treatment assignment level
because the estimand of interest depends on potential outcomes
and the sampling of potential outcomes is determined only by the
assignment mechanism. When the fraction of sampled clusters
is nonnegligible and there is variation in average treatment
effects across clusters, conventional clustered standard errors
may be off, and we provide an analytical framework that can be
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applied to derive appropriate standard errors. When sampling
and assignment are random, clustering standard errors is not
appropriate regardless of the structure of the covariance of the
outcomes across the units in the population. In this setting, if
there is substantial treatment effect heterogeneity and the sam-
ple represents a large fraction of the population of interest, robust
standard errors are conservative in large samples. This bias can
be corrected using the methods in Abadie et al. (2020). Deriving
standard error formulas for sampling and assignment processes
other than the ones featured in this article is an important av-
enue for future research. Rambachan and Roth (2022) is a recent
contribution in this direction. In addition, in the present article
we have restricted the analysis to linear estimators (least squares
and fixed effects). Xu (2019) uses the ideas and framework of this
article to study clustering in the context of nonlinear estimation.
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